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Abstract. The package klaR contains several utilities to handle classification prob-
lems, e.g. Friedman’s RDA, an interface to svmlight (Joachims, 1999) as well as
variable selection procedures like the stepclass algorithm or Wilk’s A, a visualiza-
tion tool for SOMs or several classification performance measures (see Weihs et al.,
2006).

This poster presents recent extensions towards classification on minimal variable
subspaces for multi class problems by performing class pair wise variable selection
(see Szepannek and Weihs, 2006). Examples of situations are presented where this
approach may be highly beneficial in terms of misclassification rates.

Furthermore, the k-modes algorithm (Huang, 1998) is implemented allowing to per-
form a k-means like clustering for categorical data.
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